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A B S T R A C T

This paper examines the macroeconomic effects of oil price shocks
and the oil shock transmission mechanism in an oil-exporting
country, Canada. We use a structural VAR with sign restrictions that
comes from a two-country dynamic stochastic general equilibri-
um (DSGE) model to jointly identify oil price, domestic supply and
U.S. and domestic monetary policy shocks. This identification strat-
egy not only controls for reverse causality from the Canadian and
U.S. macroeconomic conditions to the real oil prices, but more im-
portantly, it also allows for contemporaneous interactions between
the Canadian and U.S. variables. We find that oil shocks have a stim-
ulative effect on Canadian aggregate demand, appreciate the Canadian
dollar, improve the terms of trade and reduce real wages. Foreign
disturbances, including innovations in oil prices and the U.S. inter-
est rate, have a significant influence on Canadian economic activities.
Our counterfactual analysis indicates that the reaction of the U.S.
interest rate as an indirect transmission channel for oil price shocks
plays a moderate role in explaining the real exchange rate and in-
flation, but has negligible impacts on the Canadian output and
interest rate.
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1. Introduction

One important empirical characteristic of oil prices is that increases in oil prices have been asso-
ciated with a contemporaneous increase in the consumer price index (CPI) and federal funds rates.
This inflationary nature of oil price shocks is of obvious interest to central banks with inflation targets.
While much attention has focused on the implication of oil price shocks for domestic output, infla-
tion andmonetary policy in oil-importing economies, especially the U.S., the situation is vastly different
for those countries that both consume and export oil. In light of the contributions of Bernanke et al.
(1997, 2004), Leduc and Sill (2004), Carlstrom and Fuerst (2006), Kilian (2008) and others, it seems
safe to speak of a consensus on the pattern of the U.S. economy’s response to an oil price shock. None-
theless, empirical evidence on the economic consequences of oil price shocks and their transmission
mechanism in an oil-exporting country such as Canada is subject to numerous debates.1 One of the
difficulties encountered is the inability to correctly identify underlying shocks and single out the con-
tributions of transmission channels in an open economy setup.

A large volume of literature identifies oil price shocks using the Cholesky factorization, where oil
prices are allowed to influence all the other macroeconomic variables contemporaneously but where
shocks to other variables have no immediate impact on the prices (see Blanchard and Galí, 2007; Burbidge
and Harrison, 1984 and Leduc and Sill, 2004). In similar fashion, Kormilitsina (2011) and Pieschacón
(2009) identify oil price shocks by imposing strict exogeneity of oil prices. These identification as-
sumptions will clearly be incorrect if economic developments in the country of consideration affect
the world oil price contemporaneously. Yet, it is inappropriate to consider the real price of oil as an
exogenous variable because it equals the dollar price of oil dividing by an endogenous variable, the
GDP deflator. Intuitively, because the U.S. dollar is the sole pricing and settlement currency in oil trans-
actions, the fluctuating value of the dollar, which is affected by U.S. monetary policy, plays an important
role in exacerbating run-ups and precipitous falls in world oil prices. Therefore, an identification ap-
proach that allows for simultaneity between prices of oil and the U.S. funds rate has the potential to
generate more credible results. Another strand of literature on the macroeconomic impact of oil price
shocks on the Canadian economy includes Burbidge and Harrison (1984), Mork et al. (1994), Cologni
and Manera (2008) and others. All these studies assume Canada as a closed-economy, focusing in par-
ticular on the response of real economy growth and consumer price inflation to oil price shocks. None
of these papers, however, provides a quantitative assessment of the economic consequences of oil price
shocks on a comprehensive set of Canadian aggregate variables nor explores the importance of in-
ternational transmission channels of oil price shocks.

In contrast with these papers, our empirical methodology builds on a VAR framework with sign
restrictions to evaluate the effects of oil prices on Canadian economic activities. We apply this iden-
tification scheme in an open-economy setup to jointly identify the oil price, domestic supply and U.S.
and domestic monetary policy shocks with mutually exclusive sign restrictions on each shock. We also
include the U.S. interest rate, the bilateral real exchange rate between the U.S. and Canada and U.S.
output to capture the most important transmission channels through which oil prices may affect Ca-
nadian economic activities indirectly. This approach not only controls for reverse causality from the
Canadian and U.S. macroeconomic conditions to the real oil prices, but more importantly, it also allows
for contemporaneous interactions between the Canadian and U.S. variables. Specifically, we derive a
set of theoretically coherent information from a two-country dynamic stochastic general equilibri-
um (DSGE) framework augmentedwith an oil sector to select impulse response functions in the estimated

1 Burbidge and Harrison (1984) estimate a closed-economy VAR for Canada. They find that oil price shocks have negative
impact on Canadian industrial production. Mork et al. (1994) report a statistically significant negative correlation between oil
price increases and GDP growth for the U.S., Canada, France, Germany and Japan over the period 1967 through 1994. Based on
more recent data for 1980:1–2003:3; however, Cologni and Manera (2008) find that oil price shocks have an insignificant stim-
ulative impact on the Canadian GDP. The relationship between oil prices and the value of the Canadian dollar is also a topic of
debate. Amano and van Norden (1995) report a negative relationship between energy prices and the Canadian dollar. That is,
higher real energy prices lead to a depreciation of the Canadian dollar. In later work, however, Issa et al. (2008) find that such
a relationship broke down in the early 1990s.
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VAR. The way of implementing sign restictions is to use an acceptance sampling scheme where draws
that jointly satisfy all the restrictions are kept.

The empirical analysis yields several insights. First, we find that oil price shocks have a stimula-
tive impact on Canadian aggregate demand. Canada’s output rises following a positive oil price shock,
while U.S. output falls. The oil price shock generates significant hump-shaped responses of inflation
and of domestic and U.S. interest rates. The comovement of domestic inflation and output after an
oil price shock exhibits the key features of an aggregate demand shock. As would be expected, a pos-
itive oil price shock leads to a significant appreciation of Canadian dollars and a fall in the real wage.
Second, oil price shocks make an important contribution to the forecast variance of domestic vari-
ables. Similar findings can be found in Blanchard and Galí (2007) for the U.S. and in Pieschacón (2009)
for Mexico and Norway. Third, we find that U.S. interest rate disturbances account for a significant
portion of the forecast variation in the Canadian macro variables. This finding is in line with quanti-
tative evidence from reduced-form VAR and the calibrated DSGE models for Canada (see, for example,
Cushman and Zha, 19972; Mendoza, 1991; Schmitt-Grohé, 1998).

The robustness of our identification strategy is confirmed by examining our strategy against a couple
of alternative specifications. We examine whether the identification strategy matters for our results
by deriving the impulse responses from a typical Cholesky factorization. We investigate the sensitiv-
ity of our results to the alternative specifications of macro variable systems.

The most important finding from our empirical analysis is that we decompose the effects of an oil
price shock into direct and indirect components and provide rough estimates of the contribution of
endogenous U.S. monetary policy responses. In this counterfactual experiment, we simply do not allow
the U.S. fund rate to respond to an oil price shock on impact, in the manner of Bernanke et al. (1997).
That is, we shut off the U.S. monetary policy responses that would otherwise be implied by the em-
pirical model after an oil shock. The difference between the total effect of an oil price shock on the
domestic variables and the effect when the U.S. policy response is shut down is then interpreted as a
measure of the contribution of the endogenous foreign policy responses. We find that the reaction of
U.S. interest rate as an indirect transmission channel for oil price shocks plays at most a moderate
role in explaining the bilateral real exchange rate and the Canadian inflation, but has negligible impacts
on the Canadian output and interest rate.

The rest of the paper is organized as follows. Section 2 reviews the stylized facts of oil prices and
Canadian economic activities for the period 1980:Q1–2011:Q3. Section 3 provides a description of the
estimation methodology of the empirical model. Section 4 empirically identifies the effects of real oil
price shocks, Canadian and U.S. monetary shocks, and the contribution of foreign disturbances on Ca-
nadian macroeconomic activity. Section 5 checks the robustness of the empirical results and the
identification strategy. Section 6 quantifies the contribution of endogenous U.S. monetary policy and
the contribution of international transmission in response to oil price shocks. Section 7 concludes.

2. Stylized facts of oil prices

In what follows, we present some stylized facts regarding the nature of the relationship between
the oil prices and major U.S. and Canadian macroeconomic variables for the period 1980:Q1–2011:Q3.3

These empirical facts are also used to derive sign restrictions for the structural VAR model. We esti-
mate the dynamic correlations between the real price of oil and the aggregate variables of interest.
We measure the degree of comovement of world oil prices with the cycle by the correlation coeffi-
cient ρ(j), where j ∈ ± ± ± ±{ }0 1 2 3 4, , , , . Information regarding whether the contemporaneous correlation
coefficient, ρ(0), is positive, zero or negative can indicate whether oil prices are procyclical, acyclical

2 Cushman and Zha (1997) propose a block exogenous assumption for Canada and therefore assume the foreign block simply
to follow a recursive ordering structure. Without identifying each of the foreign shocks, they conclude that foreign factors, in-
cluding exports, imports, foreign output, prices, interest rate and commodity prices are the most important driver of the Canadian
business cycle. More than 74% of output fluctuation is accounted for by the foreign block.

3 See Appendix A for a more detailed description of the data.
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or countercyclical, respectively.4 Moreover, the cross-correlation coefficient ρ(j) provides informa-
tion about whether the cycle of oil prices is leading, is synchronous, or is lagging the cycle of the reference
variables as |ρ(j)| reaches a maximum for a negative, zero or positive j, respectively.

Table 1 shows the degree of cyclical correlations between the oil price and a comprehensive set
of quarterly Canadian aggregate time series by the correlation coefficient ρ(j).5 Several key features
are evident in Table 1. First, the inflationary nature of oil prices is apparent. Oil prices are positively
contemporaneously correlatedwith CPI, and lead CPI by two quarters. Second, the oil prices are procyclical
and lag the Canadian GDP by one quarter, as indicated by the HP filter, while they lag U.S. cycles by
two quarters. Third, there are systematic movements of nominal interest rates in relation to oil prices.
Oil prices are positively contemporaneously correlated with both the Canadian and U.S. short-term
interest rates, suggesting that the central bank may simultaneously react to oil price shocks due to
their inflationary nature. Moreover, the contemporaneous correlation of oil prices is strongly nega-
tive with the bilateral Canada–U.S. exchange rate (CA$/US$), suggesting that a sharp increase in oil
prices boosts the value of the Canadian dollar against its U.S. counterpart. Finally, oil prices are neg-
atively and strongly contemporaneously correlated with the Canadian real wages as indicated in the
last row of Panel A in Table 1.

Aside from the relationship between oil and macro-variables, Panel B reports the lead–lag rela-
tionship between the Canadian short-run interest rate and the U.S. interest rate, as well as Canadian
inflation. First, the Canadian interest rates are highly synchronized with the cycle of U.S. interest rates,
which suggests, to some extent, the convergency of Canadian monetary policy with U.S. macroeco-
nomic policy. Second, the short-run interest rate has a significant contemporaneous comovement with
CPI inflation, which indicates that as an explicit inflation targeter, the Canadian monetary authority
typically raises/lowers the short-term interest rate when inflation appears to be above/below target.
However, the correlations between inflation and future interest rates are negative ( corr Rt tπ , .+( ) = −4 0 11),
which is in line with the conventional wisdom that interest rates and inflation tend to be inversely
related.

4 Following Fiorito and Kollintzas (1994), we say that the series is strongly contemporaneously correlated, weakly contem-
poraneously correlated, and contemporaneously uncorrelated with the cycle based on 0 23 0 1. ≤ ( ) <ρ , 0 1 0 0 23. .≤ ( ) <ρ ,
0 0 0 1≤ ( ) <ρ . , respectively. Note that Fiorito and Kollintzas (1994) provide more details on how to determine the cutoff points
of 0.1 and 0.23.

5 Table 1 reports the cross correlations based on the Hodrick–Prescott (HP) filter with a smoothing parameter of 1600 for
quarterly data, at lags and leads of one, two, three and four quarters.

Table 1
Dynamic correlations.

j = −4 j = −3 j = −2 j = −1 j = 0 j = 1 j = 2 j = 3 j = 4

(A) ρ(Poil,t, xt+j)
CPI −0.21 −0.16 −0.09 0.04 0.25 0.46 0.51 0.42 0.27
CPIus −0.28 −0.16 −0.06 0.06 0.31 0.50 0.63 0.62 0.49
Ycan 0.24 0.31 0.37 0.39 0.23 0.09 −0.05 −0.17 −0.27
Yus 0.18 0.19 0.24 0.23 0.09 −0.17 −0.31 −0.41 −0.42
Rcan 0.23 0.18 0.16 0.17 0.25 0.12 −0.01 −0.13 −0.26
Rus 0.08 0.17 0.28 0.39 0.46 0.36 0.23 0.08 −0.15
CA$/US$ 0.13 −0.01 −0.15 −0.24 −0.37 −0.36 −0.29 −0.20 −0.05
Real Wage 0.23 0.07 −0.06 −0.25 −0.44 −0.34 −0.30 −0.20 −0.07
(B) corr(Rcan,t, xt+j)
Rus 0.13 0.38 0.58 0.70 0.81 0.72 0.56 0.37 0.17
πcan −0.11 0.00 0.14 0.23 0.32 0.31 0.27 0.26 0.11

Note: The cross correlations based on the series detrended using the HP _lter with the smoothing pa-
rameter equal to 1600.
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3. Estimation of the empirical model: identification of structural shocks

In the following section, we use a VAR model to provide more structural evidence on the macro-
economic effects of underlying shocks for Canada. In the VAR specification, we use the following variables:
Canadian output, real world oil prices, Canadian CPI inflation, the bilateral Canada–U.S. real ex-
change rate, real hourly wages, Canadian and U.S. short-term nominal interest rates and U.S. output.

We apply the first-difference to the natural logarithm of each variable with the exception of the
short-term interest rates and inflation rates.6

The VAR model is estimated for the sample period 1980:Q1–2011:Q3 with four lags.7 The real oil
prices, domestic output and inflation are included as the focus of our interest. The remaining vari-
ables in the model are added to capture the most important transmission channels through which
oil prices may affect economic activity indirectly, in part by incorporating changes in domestic mon-
etary policies and U.S. monetary policies. These channels include a variety of demand and supply-
side effects of oil prices operating via exchange rates, financial variables and the international trade
in goods.

Consider a structural VAR of the form

A Y A L Y N It t t t m0 1 0= ( ) + ( )− ε ε, , ,∼ (1)

where Yt is anm × 1 vector of endogenous variables, A0 is an invertible contemporaneous impact matrix,
A(L) denotes a polynomial coefficient matrices of the form A L A Ls

p
s
s( ) = ∑ =1 , L is the lag operator and εt

is a vector of structural shocks, which are mutually independent.

6 Our a-theoretical VAR model can be thought of as an unrestricted state-space form solution of our two-country DGSE
model augmented with an oil sector. The sign restrictions for our VAR model come from our DGSE model. To compare the
DSGE model to the VAR model, we use the same data set. In our model economy, some variables are growing in steady state
because there is a stochastic trend in the DSGE model. It simply comes from the unit root in the technology process given as
follows:

lnA lnAt t At= + +−γ 1 ε

Thus, solving the model involves using stationary transformations of variables with unit roots they are rendered station-
ary according to the following formula: X̂ X At t t= ( ) . (Among the literature using the first differenced macro data to validate
the prediction of DSGE models, see Adolfson et al., 2007; Chang et al., 2002; Smets and Wouters, 2007). The growth rate of a
variable with unit roots, say growth rate of output,
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and when we take logarithms both sides,

ln g ln Y ln Yy t t t A t, ,( ) = + ( ) − ( ) +−γ ˆ ˆ
1 ε

Following Chang et al. (2002), the impulse response function of variables with/without unit roots, Xt can be calculated using
the cumulative summation of impulse responses of the growth rate of variable X, gX t, . Under such circumstances, the tech-
nology shock will have a permanent impact on the real variables, while transitory shocks such as monetary shocks, oil price
shocks, and preference shocks, only have transitory effects on the real variables. It is worth noting that for a permanent shock,
impulse responses of Xt and X̂t are different. For a transitory shock, however, impulse responses of Xt and X̂t are identical.
That is, for a transitory shock in our DSGE model, such as an oil price shock or a monetary shock, we will get identical impulse
responses of Xt no matter whether we calculate the cumulative summation of impulse responses of the growth rate of Xt or
simply report the detrended X̂t . Therefore, in order to be consistent with the variables defined in our DSGE model, we calcu-
late the impulse responses of variables with unit roots by cumulatively summing the impulse responses of the growth rate of
those variables.

7 The selection of lags is based on AIC criteria. Also, this specification is flexible enough to match the autocorrelogram of
year-on-year inflation and the output at a quarterly frequency.
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In identifying the shocks in Canada, we employ a structural VAR approach with sign restrictions.8

We use this identification strategy for two reasons. First, this strategy employs a set of theoretically
coherent information to select impulse response functions from the complete set of orthogonal
alternatives obtained from rotations of the contemporaneous impact matrices, rather than relying
solely on reduced-form equations and traditional zero restrictions. Note that the most common
approach to identifying oil price shocks is the Cholesky factorization, where oil prices are allowed to
influence all the other macroeconomic variables contemporaneously but where shocks to other
variables have no immediate impact on the prices (see Blanchard and Galí, 2007; Burbidge and
Harrison, 1984 and Leduc and Sill, 2004). These identification assumptions will clearly be incorrect if
economic developments in the country of consideration affect the world oil price contemporane-
ously. To overcome the shortcomings of traditional zero restrictions, we use an alternative identification
strategy with sign restrictions on impulse response functions to identify the oil price shocks by
allowing for reverse causality from the Canadian and U.S. macroeconomic conditions to the real oil
prices. Second, non-recursive identification structures outperform the Cholesky approach in address-
ing the empirical anomalies in an open economy setup, such as the “exchange rate puzzle” and the
“price puzzle”, when financial variables are included. Cushman and Zha (1997) show that as the
monetary authority in a small open economy is likely to respond quickly to the foreign variables, the
Cholesky approach fails to allow for these features. Without imposing such stringent restrictions,
sign restrictions on the VAR model allows better identification of contemporaneous interactions
between Canadian and U.S. variables in that there is no need to assume that certain variables affect
others only with a lag. Thus monetary policy shocks in a small open economy can be correctly
identified in the absence of empirical puzzles.

Despite the fact that our VAR model has eight variables, we will not have a complete decomposi-
tion of a reduced-form shock into all of its structural components, but instead identify only four shocks:
oil price shocks, domestic supply shocks, domestic monetary shocks and U.S. monetary shocks. Since
the effects of oil price, U.S. monetary policy and domestic monetary policy shocks on Canadian economy
are the most important ingredients of this paper,9 we jointly identify these three shocks with mutu-
ally exclusive sign restrictions on each shock. In addition, we also identify the domestic supply shock
jointly. Because a positive oil price shock is likely to be confused with a negative domestic supply shock,
the inclusion of the domestic supply shock should help to more effectively isolate the oil price shock.
Following Peersman (2005), we assume that an oil price shock has the largest contemporaneous impact
on oil prices so as to discriminate a domestic supply shock from an oil price shock. Since identifying
these shocks of interest is sufficient for the purpose of this paper, we do not impose restrictions on
other shocks.

Table 2 summarizes our identification restrictions.10 The restrictions we use to identify the shocks
come from a dynamic general equilibrium model that encompasses an open economy New-
Keynesian model augmented with an oil sector. We use a subset of the model’s predictions and, as in
Canova and De Nicoló (2002),11 we focus only on qualitative (sign) restrictions, as opposed to quan-
titative (magnitude) restrictions, to identify shocks. Since we calculate the impulse responses of a macro
variable by cumulatively summing the impulse responses of the growth rate of that variable, our sign
restrictions are actually imposed on the cumulative sum of the impulse responses of the first differ-
enced variables in order to back out the actual responses of level variables.

8 A discussion of the technicalities of the identification procedure can be found in Appendix B. For a detailed description of
the implementation of sign restrictions, we refer to Canova and De Nicoló (2002).

9 Similarly, Uhlig (2005) and Canova et al. (2007) employ sign restrictions to identify only a single shock or a subset of shocks
and leave the rest of the shocks unidentified.
10 In our structure VAR model, we do not impose any sign restrictions on the domestic output responses to an oil price shock,

instead letting the data determine the sign of these responses. In terms of the U.S. GDP responses to an oil price shock, we are
not completely trying to match the empirical model to the DSGE model and the sign restrictions only apply on impact.
11 Similarly, Peersman (2005) and Baumeister and Peersman (2008) derive the sign conditions from a standard aggregate demand

and supply scheme. Canova and De Nicoló (2002) and Canova et al. (2007) derive sign restrictions from DSGE models to iden-
tify structural shocks in the data.
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We briefly sketch the features of the model and describe the restrictions it implies on the re-
sponses of the variables to shocks.12 The model economy is composed of two countries, an oil-
exporting home country and an oil-importing foreign country. Oil is used as an input in production
and also as part of the consumption bundle.13 Oil transactions are assumed to be invoiced in the foreign
currency, which generates an asymmetry, whereby domestic firms bear more exchange rate risk than
foreign firms when facing oil price shocks. That is, the production cost of a domestic firm depends not
only on world oil prices but also its bilateral exchange rate. Moreover, the foreign economy is unaf-
fected by economic activities in the home country, while it does influence the home country via trade
(including oil and non-oil trade) and complete financial markets. To allow the model to deliver real-
istic responses tomonetary policy, we include three types of nominal rigidity, aswages, domestic goods
prices and imported goods prices are all set using a Calvo-style structure. Taylor rules capture the fact
that home and foreign monetary authorities endogenously react to oil price shocks due to their in-
flationary nature.

The model-implied restrictions we consider are robust, in the sense that they hold for variations
in the parameters within some reasonable range. These restrictions are also generally consistent with
empirical cross-correlations between variables calculated in the empirical section. Consider a posi-
tive innovation of the oil price. On the one hand, for Canada, a sharp rise in oil prices boosts the bilateral
exchange rate and real income gains, while on the other hand, the strong Canadian dollar dampens
exports, and the higher interest rates deter the aggregate demand and tend to reduce output. As the
two forces counter each other, the sign of responses largely depends on the parameter values. So we
do not impose any sign restriction on the output responses to an oil price shock, instead letting the
data determine the sign of this response. We assume that the oil price shocks must not decrease CPI
inflation or the nominal interest rate. The domestic and foreign monetary policy shocks have distinct
effects on real domestic activities. We assume that after a contractionary domestic monetary policy
shock, the response of output and inflation are not positive, and the tightening monetary policy ap-
preciates the domestic currency against its U.S. counterpart. We do not impose sign restrictions on
the world oil prices, U.S. interest rates or U.S. output because these variables are assumed to be ex-
ogenous to a monetary policy shock originating from the Canadian economy. After an unexpected rise
in the U.S. interest rate, we assume that the response of U.S. output is not positive and that the Ca-
nadian dollar depreciates against U.S. dollar on impact. According to the uncovered interest rate parity
condition and the empirical cross-correlation between the Canadian and U.S. interest rates, we expect
a non-negative impact on the domestic interest rate. Furthermore, given the fact that world crude oil
prices are denominated in U.S. dollars, there is no immediate increase in the oil price.

Since the restrictions in Table 2 hold for several horizons, we are free to choose how many periods
to restrict for identification purposes. In general, the smaller is the number of restricted responses,
the larger is the number of draws satisfying them, which, however, implies a weaker link between
the DSGEmodel and the empirical analysis. As the number of restricted responses increases, we tighten
up the empirical analysis to the model more firmly, but the number of draws satisfying the restric-

12 Appendix C briefly sketches the features of a new open economymacroeconomics (NOEM) model which produces the iden-
tifying restrictions we use in the paper.
13 Note that we introduce oil usage directly in the production function as in Carlstrom and Fuerst (2006) but unlike Leduc

and Sill (2004), who tie oil use to capacity utilization.

Table 2
Sign restrictions.

Rus Poil Ycan π Real Wage Rcan CA$ = US$ Yus

Oil price shock ≥ 0 ≥0 ≥0 ≥0 ≤0
U.S. monetary shock ≥0 ≥0 ≥0 ≤0
Canada monetary shock ≤0 ≤0 ≥0 ≤0
Canada supply shock ≥0 ≤0 ≤0 ≥0

Note: A “≥” (or “≤”) indicates that the impulse response of the variable in VAR is restricted to be non-
negative (non-positive) for 3 quarters after a shock. A blank entry indicates that no restriction is imposed
on the response.
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tionsmay drop dramatically.We choose the time period over which the prior sign restrictions are binding
up to three quarters, since this choice seems to accommodate both concerns.

4. Effects of underlying structural shocks

In this section, using the sign restrictions derived from our DSGE model, we identify the effects of
real oil price shocks, Canadian and U.S. monetary shocks, and the contribution of foreign distur-
bances on Canadian macroeconomic variables.

4.1. Effects of an oil price shock

Fig. 1 displays the impulse responses for a horizon of up to 40 quarters after a one-standard-
deviation shock to the real oil prices. The solid line denotes the posterior mean impulse response and
the shaded area defines the 16th and 85th percentile confidence bands.14

As Canada is a net oil exporter, an oil price shock can be thought of as a positive shock to the terms
of trade, which would in general lead to an expansion of the domestic economy and generate real income
gains. It is not surprising that the domestic output runs up following an oil shock, while the U.S. output
responds negatively to the same shock. A sharp rise in the real oil price is associated with a statisti-
cally significant appreciation of the Canadian dollar against its U.S. counterpart and a significant increase
in CPI inflation. The monetary authority in Canada and the U.S. endogenously react to a positive oil

14 The confidence bands are computed by a Bayesian method. Bayesian estimation proceeds by taking many draws from the
posterior distribution of the VAR coefficients B(L) which belongs to the Normal-Wishart family as well as many draws on Givens
matrix Q(θ), where θs come from a uniform distribution on [0,π]. Since the sample distribution of impulse responses may not
be normal, the bands are not necessarily centered around the means of response. The detailed discussion of our Bayesian method
can be found in Appendix B.

Fig. 1. Dynamic responses to a positive oil price shock. The shaded area represents the 70% error band.
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price shock due to its inflationary effect. Additionally, the real hourly wage rate falls significantly and
gradually returns to its pre-shock level after four quarters. Similar finding about real wages can be
found in Rotemberg and Woodford (1996) for the U.S.

4.2. Effects of domestic monetary policy shocks

To check on whether our identification strategy is successful in jointly identifying oil price shocks,
monetary policy shocks and technology shocks, we now examine the identified Canadian and U.S. mon-
etary policy shocks.15 Fig. 2 displays the impulse responses to a domestic tightening monetary policy
shock. The unexpected contractionary monetary policy shock is accompanied by an immediate and
significant appreciation of the Canadian dollar that lasts about two years – the exchange rate effect.
The inflation rate first drops by a small (but statistically significant) amount and remains below the
steady state for about three quarters – the price effect. Output shows a statistically significant but rel-
ative small decline for about four quarters. The real hourly wage responds gradually and positively,
though the response is insignificant. It is not surprising that in case of U.S. fund rates and U.S. output,
the reactions of these variables to Canadian monetary disturbances are neither statistically signifi-
cant nor large. In addition, the monetary policy shock is quite persistent, generating pronounced hump-
shaped responses from all of the domestic variables in the system. Our results are consistent with
traditional theoretical predictions that a tighteningmonetary policy shock has recessionary consequences.

4.3. Effects of U.S. monetary policy shocks

We now consider the effects of U.S. contractionary monetary policy shocks on the Canadian economy
in Fig. 3. As the U.S. funds rate increases, the Canadian dollar depreciates strongly and significantly

15 To conserve space, the impulse responses to a Canadian supply shock are not reported here.

Fig. 2. Dynamic responses to a contractionary domestic monetary policy shock. The shaded area represents the 70% error band.
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relative to the U.S. dollar on impact, but the depreciation is short-lived, as the real exchange rate shows
evidence of overshooting. This finding agrees with Cushman and Zha (1997) for Canada and with Kim
and Roubini (2000) for G7 countries including Canada. The devaluation of the Canadian dollar is as-
sociated with an inflationary effect as the domestic inflation rates tend to increase significantly after
the domestic depreciation. However, we also observe that the domestic monetary authority re-
sponds strongly to the U.S. rate increases with an interest rate hike, which exerts downward pressure
on domestic inflation. As these two forces counter each other, the responses of the CPI inflation rates
are statistically insignificant (except for a significant positive response in the second quarter). As the
higher interest rate dampens aggregate demand, domestic output falls persistently and significantly
before returning to its pre-shock level. A positive innovation in U.S. fund rates has a significant neg-
ative impact on real oil prices.

4.4. The contribution of foreign disturbances on Canadian macro variables

To assess the role of underlying structural shocks in fluctuations of macroeconomic variables, we
calculate the forecast error variance decomposition (FEVD) based on the VAR model. Table 3 shows
the contribution of the structural shocks to the variation in real exchange rates, the domestic inter-
est rate, CPI inflation and domestic output, at several horizons t =1 4 8 12 20, , , , . Since we leave some
individual shocks unidentified, the label “other shocks” in Table 3 refers to the decomposition from a
subset of unidentified individual shocks and the identified Canadian supply shock combined.

The results of the variance decomposition exercise show the shocks originating abroad play an im-
portant role in explaining the fluctuations in Canadian macroeconomic variables. First, the oil price
shock has an important contribution to the forecast variance of domestic variables. For instance, the
oil shock has significant contribution to the variance of the bilateral Canada–U.S. real exchange, CPI
inflation and real output on impact, accounting for 18.19, 25.77 and 21.07 percent of the total vari-
ance, respectively. In the case of the domestic interest rate, the contribution peaks during the fourth

Fig. 3. Dynamic responses to a contractionary U.S. monetary policy shock. The shaded area represents the 70% error band.
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quarter after an oil price shock, accounting for 19.62 percent. Interestingly, an oil shock contributes
to a large share of the domestic interest rate fluctuation in longer horizons rather than on impact.
This fact might indicate that the changes in oil prices gradually pass-through to the core inflation, which
is the target of the Canadian monetary authority. Second, the impact of fluctuation in U.S. fund rates
on the Canadian economy is significant. In all cases, by the 20th quarter, U.S. monetary policy shock
still explains a large amount of the variance of the Canadian macroeconomic variables. A similar finding
can be found in Cushman and Zha (1997). Third, domestic monetary policy disturbances are also an
important source of fluctuations in the domestic economic activities. In the case of Canadian output,
the contribution of a domestic monetary policy shock peaks in the fourth quarter, accounting for around
29.04 percent of the total output variance, while the impact on output decreases over longer hori-
zons. This finding agrees with the results in Bernanke and Mihov (1998) and Sims and Zha (2006) for
the U.S. and in Cushman and Zha (1997) for Canada. Finally, the oil shock together with U.S. and Ca-
nadianmonetary policy shocks is the primary source of fluctuations in the Canadian economy, especially
in the short run. This observation is consistent with the fact that Canada as a small open economy is
mainly subject to demand shocks instead of supply shocks.

5. Robustness of identification strategy

In this section, the robustness of the baseline results is examined against a couple of alternative
specifications. We examine whether the identification strategy matters for our results by deriving the
impulse responses from a typical Cholesky factorization. We also investigate the sensitivity of our results
to the alternative specifications of macro variable systems.16

16 In Appendix D we provide further evidence of robustness. Appendix D-1 provides simulation evidence that the sign re-
strictions are consistent with the predictions of the model. Appendix D-2 shows that, relative to the standard VARmodel, shocks
obtained from the sign restrictions VAR model are more consistent with actual changes in world oil prices. We also estimate
the VAR model with linearly detrended data. The corresponding estimation results are largely in line with our paper’s results.
See Appenidx D-3 for these results.

Table 3
Forecast error variance decomposition: the VAR model.

Quarter ahead Rus shock Poil shock Rcan shock Other shocks

Real exchange rate
1 47.40 18.19 11.55 22.86
4 36.68 24.47 12.82 26.03
8 35.08 19.14 13.96 31.82
12 35.02 17.90 14.11 32.97
20 30.42 17.15 20.65 31.78
Domestic interest rate
1 24.06 2.59 38.56 34.79
4 38.59 19.62 33.86 7.93
8 33.00 16.46 23.92 26.62
12 34.67 14.69 23.01 27.63
20 33.53 14.45 21.83 30.19
CPI inflation
1 4.83 25.77 42.54 26.86
4 18.27 23.26 40.61 17.86
8 23.95 18.29 35.21 22.55
12 22.22 15.90 32.91 28.97
20 22.07 12.89 27.30 37.74
Real GDP
1 1.58 21.07 27.39 49.96
4 3.45 9.96 29.04 57.55
8 8.86 7.03 24.40 59.71
12 9.69 6.61 22.39 61.31
20 16.15 5.41 18.90 59.54
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To check for the robustness of our empirical results, we compare them with the impulse re-
sponses obtained from the VAR with the traditional zero restrictions. In this recursive identification
procedure, we place the oil prices at the top of the ordering so as to allow oil prices to influence all
other macroeconomic variables contemporaneously but allow other structural shocks to affect the oil
prices only with a lag. Fig. 4 displays the impulse responses to an oil price shock. The shaded area
represents the two-standard-deviation confidence intervals, obtained using a Monte Carlo procedure.

The most controversial response to an oil shock are those of interest rates because the impulse
responses are quite different across the two identification strategies. Under the traditional Cholesky
decomposition, both U.S. and Canadian interest rates fall persistently in the wake of oil shocks. This
finding indicates that the contemporaneous correlations between the oil price and interest rates are
negative while a host of empirical studies suggest otherwise. As the U.S. dollar is the sole pricing and
settlement currency for oil, the fluctuating value of the dollar, which is determined by the U.S. mon-
etary policy, plays an important role in exacerbating the run-up and precipitous fall in world oil prices.
Therefore, the traditional zero restrictions that other variables have no immediate impact on the oil
prices may be misspecified.

It is worth noting that a potential problem associated with the conventional approach is that the
responses of oil prices to an oil shock are much higher than those derived from the VAR with sign
restrictions. This finding might indicate that part of the oil shock identified by the conventional ap-
proach is picked up by other shocks when sign restrictions are applied.

Another dimension worth examining for robustness is the choice of variables included. We check
three alternative specifications of VAR models. In the alternative eight-variable system, the real wage
rates are replaced by the terms of trade. In the seven-variable system, the U.S. output is removed from
the VAR model. In the nine-variable system, the U.S. CPI inflation is included in the data. All the es-
timated results from the alternative models confirm the findings in our baseline eight-variable VAR
model and are not reported to conserve space.

Fig. 4. Note: The thick line refers to the responses to an oil price shock under the traditional identification strategy; the thin
line to the responses to an oil price shock under the sign-restriction strategy. The dashed lines cover 70% confidence interval.
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6. Consequences of an oil price shock when monetary policy variables remain fixed

In this section, we decompose the effects of an oil price shock into direct and indirect compo-
nents and provide rough estimates of the contribution of endogenous U.S. monetary policy responses.
In this counterfactual experiment, we simply do not allow the U.S. fund rate to respond to an oil price
shock on impact, in the manner of Bernanke et al. (1997).17 That is, we shut off the U.S. monetary policy
responses that would otherwise be implied by the empirical model after an oil shock.18 In this case,
U.S. monetary policy is not allowed to respond to an oil price shock that affects the domestic economy
through international transmission channels. The difference between the total effect of an oil price
shock on the domestic variables and the effect when the U.S. policy response is shut down is then
interpreted as a measure of the contribution of the endogenous foreign policy responses.19

In Fig. 5, the crossed line provides estimates of the benchmark model and the circled line pres-
ents the impulse response functions for an increase of one standard deviation in the price of oil. The
gap between two marked lines can be interpreted as the indirect contribution of endogenous reac-
tion of U.S. monetary policy. The results indicate that in the absence of an endogenous reaction of
U.S. monetary policy after an oil price shock, U.S. output would have increased as one would antici-
pate. It is because the milder responsive fund rates in the U.S. lead to a larger effect on the expected
inflation and thus a larger decline in the real rate of interest, which has a stimulating impact on in-
vestment and output. This is essentialy consistent with Carlstrom and Fuerst’s (2006) conclusion for
the U.S. The counterfactual experiment, however, implies that an endogenous reaction of U.S. policy
rate accounts for a small proportion of the variation in domestic economic activity. Quantitatively, the
cumulative effects on domestic output are small over a long horizon. For the dynamic behavior of the
domestic inflation and real exchange rate, the differences between resultant impulse response func-
tions are moderate on impact, which suggests that the counterfactual simulation attributes part of
an inflationary effect and an appreciation of Canadian dollar that follows an oil shock to the endog-
enous responses of U.S. monetary policy. Finally, the domestic interest rate would increase more mildly
under the counterfactual scenario, but the differences seemminor, given the confidence bands around
the impulse responses. However, it is worth noting that a U.S. monetary policy shock does have con-
siderable direct impacts on nominal oil prices. As shown in Fig. 5, a positive innovation in U.S. fund
rates has a significant negative impact on real oil prices. This is because as the U.S. dollar is the sole
pricing and settlement currency in oil transaction, the fluctuating value of the dollar, which is deter-
mined by the U.S. monetary policy, plays an important role in determining the fluctuation in the world
oil prices.

7. Conclusion

Empirical analysis of the impact of oil prices and their transmissionmechanism in small open econo-
mies has been subject to numerous debates. One of the difficulties encountered is the inability to correctly
identify and single out the contributions of structural shocks in a small economy. The present paper
tries to contribute to this research agenda by using a structural VAR with sign restrictions derived from

17 Sims and Zha (2006) and Bernanke et al. (1997) employ similar approaches to investigate the contribution of endogenous
monetary policy changes in a VAR context. They shut down the policy response by setting the policy instrument as its base-
line value throughout the simulation.
18 In this counterfactual experiment, we simply isolate the impacts of oil prices on U.S. interest rates while U.S. interest rates

are responding to other variables. Therefore, we observe U.S. interest rate increases slightly on impact because past variables
in the system have impacts on U.S. interest rate.
19 We also consider another counterfactual experiment. In the second experiment, we keep both domestic and foreign mon-

etary policy responses constant throughout the counterfactual simulation. This scenario is intended to eliminate the resulting
domestic and foreign policy component of an oil price shock, leaving only the direct effect of the oil price shocks on the economy.
Similar to the first experiment, the difference between the effect when only the U.S. policy response is turned off and the effect
when both domestic and foreign policies are turned off is then interpreted as a measure of the contribution of the systematic
domestic policy response to an oil price shock. It turns out that the contribution of the endogenous domestic policy responses
is negligible and not reported for this reason. We also examined keeping U.S. interest rate counterfactually constant to all vari-
ables. Those results are similar to our counterfactual results and not reported for this reason.
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a NOEM model with an oil sector to jointly identify oil price, domestic supply and foreign and do-
mestic monetary policy shocks and examine the roles of transmission channels of oil shocks in an
open-economy setup.

Our identification scheme appears to be successful in identifying oil price andmonetary policy shocks
by imposing theoretically coherent information to select impulse response functions. The effects of
each structural shock on macroeconomic variables are consistent with the predictions of a broad set
of theoretical models. Based on data for 1980:Q1–2011:Q3, we find that oil shocks have a stimula-
tive effect on Canadian aggregate demand, appreciate the Canadian dollar, improve the terms of trade
and reduce real wages. Note also that foreign disturbances, including innovations in oil prices and the
U.S. interest rate, have a significant influence on Canadian economic activities.

Our counterfactual experiment indicates that the reaction of U.S. interest rate as an indirect trans-
mission channel for oil price shocks plays atmost amoderate role in explaining the bilateral real exchange
rate and the Canadian inflation, but has negligibe impacts on the Canadian output and interest rate.
This finding sugests that the indirect effects of oil shocks on macroeconomic performance through
the systematic responses of U.S. monetary policy may not act as a significant transmission channel
in determining macroeconomic fluctuations in oil-producing countries.
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Fig. 5. Counterfactual Experiment: Rus does not respond to an oil price shock.
Note: Dynamic responses to a positive oil price shock under counterfactual scenarios. The cross line refers to the benchmark
model; the circled line to the scenario where Rus is kept counterfactually constant.
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Appendix A. Data description

The common period covered by all series is 1980:Q1–2011:Q3. Some series at monthly frequen-
cies are converted to quarterly by simple averaging. We take the natural logarithm of each variable
with the exception of the short-term interest rates and inflation rates. The Canadian data for this project
are obtained from CANSIM. Series numbers are indicated in brackets and correspond to CANSIM da-
tabase numbers.

• Output is measured by real GDP per capita [V1992067], denoted as Ycan
• The CPI inflation rate is measured by changes in consumer price index [V41690973], denoted as

πcan

• The average nominal wage is measured by average hourly labor earnings (wage and salary [V500266]/
total working hours [V2348296])

• Short-term interest rate is measured by the rate on Canadian three-month treasury bills [V122484],
denoted as Rcan

• The terms of trade is measured by the ratio of exports deflator [V1997750] to the imports defla-
tor [V1997753]

• The series in per capita terms are obtained by dividing by the Canadian civilian population aged
15 and over [V2062810]

The U.S. data are taken from the Database at the Federal Reserve Bank of St. Louis with the series
numbers in brackets. The world oil prices come from IMF Primary Commodity Prices database avail-
able at http://www.imf.org.external/np/res/commod/externaldata.csv.

• Foreign output is measured by real U.S. GDP per capita [GDPC1] divided by the U.S. civilian non-
institutional population aged 16 and over [CNP16OV], denoted as Yus

• The foreign inflation rate is measured by changes in consumer price index for all urban consum-
ers [CPIAUCSL], denoted as πus

• The foreign interest rate is measured by the rate on U.S. three-month treasury bills [TB3MS], denoted
as Rus

• The real exchange rate is measured by average Canadian dollars per unit of U.S. dollar [EXCAUS]
• The world oil price is measured by simple average of three spot prices of crude oil
(Dated Brent, West Texas Intermediate, and the Dubai Fateh), US$ per barrel [POILAPSP], denoted
as Poil

Appendix B. Implementation of sign restrictions

In the following, we briefly describe the technical features of VAR identification with sign restric-
tions based on Canova and De Nicoló (2002).

Consider a reduced form VAR representation, which is associated with the structural model in equa-
tion (1), is given by

Y B L Y e e Nt t t t= ( ) + ( )−1 0, , ,∼ Σ (B-1)

where B L A A L( ) = ( )−
0
1 and e A Vt t t= =−

0
1ε ε is the vector of one-step ahead prediction error with

variance–covariance matrix Σ = ′[ ] = ′[ ] ′ = ′E e e VE V VVt t t tε ε . Without imposing further restrictions
the decomposition of Σ is not unique. The multiplicity of these decompositions comes from
the fact that for any orthogonal matrix Q satisfying QQ′ = I, Σ = VQQ′V′ produces another admissible
decomposition.

In order to trace out all possible impulse response functions to the orthogonal structural shocks,
we transform equation (B-1) into a vector moving average representation (see Canova and De Nicoló,
2002 and Uhlig, 2005)
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The term CiV denotes the corresponding VAR impulse responses to a structural shock in εt.20 Now
consider a m ×m Givens matrix Qpq θ( ) of the form
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where θ ∈ [0, π], the subscript (p, q) indicates the rows p and q which are rotated by the angle θ and
I Q Qk pq pq= ( ) ( )θ θ ′ for all θ. We then have that

Q Q Q Q Q Q Qm m m m m m mθ θ θ θ θ θ θ( ) = ( ) ( ) ( ) ( ) ( ) − −12 12 13 13 1 1 23 23 2 2 1 1… … … , ,,m( ) (B-4)

is also an orthogonal matrix such that Σ = ( ) ( ) ′VQ Q Vθ θ ′ and e VQ Q Vt t t= ( ) ( ) =θ θ ε ε′ ′� � .21 The vector �εt
is the new set of rotated orthogonal shocks, which has the same covariance matrix as εt but which
has a different impact upon Yt through its impact matrix C A Qi 0

1− ( )θ . The empirical distribution for the
impulse responses are derived in a Bayesian framework. Bayesian estimation proceeds by taking many
draws from the posterior distribution of the VAR coefficients B(L) which belongs to the Normal-
Wishart family as well as many draws on Givens matrix Q(θ). Specifically, in a m variable system,

according to equation (B-4), Q(θ) depends upon
m m −( )1

2
bivariate rotation matrices Qpq θ( ) with

θ θ θ= −( )1 1
2

, ,… m m . As shown in Uhlig (2005) and Canova and De Nicoló (2002), all possible rotations

can be produced by drawing θ from a uniform distribution on [0,π]. For each draw, we calculate the
corresponding impulse responses and check whether the sign restrictions are satisfied. In this way,
all possible impulse response functions can be traced out by varying the angle θ ∈ [0,π] and only those
Q(θ)s that generate impulse responses that comply with the sign restrictions will be retained.

Appendix C. The model economy

This appendix briefly sketches the features of a new open economy macroeconomy (NOEM) model
which produces the identifying restrictions we use in the paper.

20 Consider a temporary shock to the kth component of εt such that εtk equals unity. Then the response of Y C Vt i i t
k

+ = ε , for
i = 1 2 3, , ,… , which is just the kth column of Ci. Thus, the columns of Ci give us the impulse responses of each endogenous vari-
able, at time t + j, to shocks administered at time t.
21 Simply define �V VQ= ( )θ and �ε ε θt tQ= ′ ( ) .
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C-1. Household sector

The economy is populated by a continuum of households indexed by j ∈ [0, 1]. The preference of
the household j is defined over consumption of final goods and leisure:

E C j hC
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where E0 denotes the mathematical expectation condition on date t = 0 information, Ct(j) is total con-
sumption, and Nt(j) is the amount of type j labor provided by the household j. Parameter σL is the inverse
elasticity of work effort with respect to the real wage. Preferences display the external habit forma-
tion in consumption governed by h ∈ [0, 1] and Ct−1 is the past aggregate consumption. The final good
consumption, Ct(j) is given by,
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where parameter ε is the elasticity of substitution between oil and non-oil consumption, and γ denotes
the oil share in the total consumption bundle. O jc t, ( ) represents oil consumption, and Zt(j) is a com-
posite non-oil consumption index of imported and domestically produced goods defined as:

Z j C j C jt F t H t( ) = −( ) ( ) ( )− −( ) −ω ωω ω ω ω1 1 1
, , (C-3)

where ω ∈ [0, 1] is the import ratio measuring the degree of openness. The demand for oil and non-
oil consumption are given by
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where Po t, and PZ t, are the price of oil and the core consumption deflator, respectively. Analogously,
the demand functions for home and foreign non-oil goods are given by,
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where PH t, and PF t, are the prices of the home produced and imported goods, respectively. Thus, the
consumption-based price index, Pt, and the non-fuel consumption price index is given by

P P P P P Pt o t Z t Z t F t H t= + −( )[ ] =− − − −γ γ ω ω
, , , , ,,1 1

1
1 11ε ε ε (C-6)

The household j holds one-period internationally traded contingent claims at the end of period t,
receives payments of his labor income and dividends from the domestic firms, importers and oil pro-
ducers. Hence, his budget constraint at time t is given by,

Qt t t
s

t t t t t t tB j PC j B j W j N j j j
t

, + + ( ) + ( ) = ( ) + ( ) ( ) + ( ) − ( )
+
∑ 1 1

1

Π Ξ (C-7)

whereWt(j) is the nominal wage set by household j, Πt(j) is the profits that household j is entitled to,
and Ξt(j) is the fix cost for oil extraction. Qt t, +1 is the stochastic discount rate on nominal payoffs, and
B jt+ ( )1 is the nominal payoff on a portfolio held at the end of period t. The complete international fi-
nancial markets implies that there exists a complete set of state-contingent claims. When utility is
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separable between consumption and leisure, complete financial markets ensure consumption is equaled
across households.

C-1.1. Consumption decisions
We first consider the first order conditions for choosing consumption and state-contingent security
holding.

Λt
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where Λt(j) is the Lagrange multiplier associated with the household j’s budget constraint and
E Q it t t t, +

−( ) = +( )1
11 is the nominal return on a state-contingent security maturing in t + 1 and it denotes

the nominal interest rate. Since we are assuming the existence of a complete set of state-contingent
claims, consumption is equalized across households. Therefore, in what follows, we can omit index j
from consumption.
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C.1.2. Wage setting
Each household j is a monopolistic supplier of a differentiated labor service. Assuming there is a set
of perfectly competitive labor service assemblers that hire labor from each household and bundle it
into an aggregate labor service unit, Nt is then used by the domestic goods producer and oil produc-
er. The labor service unit is defined as:
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where εL measures the wage elasticity of demand among differentiated labor services. The labor service
assembler maximizes its profits in the labor market by solving

maxWN W j N j djt t t t− ( ) ( )∫ (C-12)

where Nt(j) is the labor supply of household j, Wt(j) is the wage rate set by the household, and Wt is
the aggregate wage index defined below. From the above maximization problems, individual house-
holds face a downward sloping demand function:
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where the aggregate wage index, Wt, can be defined as,

W W j djt t
L L= ( )( )− −∫ 1

0

1
1
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Following Erceg et al. (2000) where the wage setting is subject to a nominal rigidity in a discrete
time version of Calvo (1983), we assume that each household can reoptimize its wage in a given period
with a constant probability (1 − ϕw), which is independent of other households and of the time elapsed
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since last adjustment. Thus, the law of large number implies that only a (1 − ϕw) fraction of house-
holds are able to re-optimize their nominal wage each period while the other fraction ϕw cannot. For
those who are not allowed to re-optimize their nominal wage in the current period, we assume that
their nominal wages remain constant during the interval between re-optimizations, and that they must
supply any quantity of labor service demanded at the wage that they have decided on. Thus, a con-
stant elasticity of substitution (CES) aggregate wage index evolves according to the difference equation:

W W Wt w t w t
TL L

L= + −( )( )−
− −−φ φ1
1

1
11

1ε εε (C-15)

If instead re-optimization is possible in the current period, a household j will set the target wage,
W jt

T ( ) to maximize
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subject to the labor demand (C-13). Note that Et−1 denotes the mathematical expectation condition
on date t − 1 information, which implies that wage setting occurs prior to the realization of any ag-
gregate disturbance at time t (see Rotemberg and Woodford, 1996) and N jt t k, + ( ) stands for the labor
supply of household j in period t + k if the last wage re-optimization occurs in t. The variable Λt k+ denotes
the household’s marginal utility of consumption at date t + k. The solution of the above problem sat-
isfies the following first-order condition:
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Equation (C-17) indicates that the household j will set its optimal wage so that the present dis-
counted value of marginal disutility from working equals that of marginal utility of real wage income
measured by Λt k k+ ∀ ≥, 0 .

C-2. Inflation, the real price of oil, the real exchange rate and terms of trade

In this section, we start by defining the real price of oil expressed in terms of final consumption

goods as P
P
Po t

r o t

t
,

,≡ . Using equation (C-6), the relative price of non-oil goods can be written as
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Taking logs and the first difference, we arrive at an identity linking headline inflation, core infla-
tion and the change in the real price of oil,

π π γ
γt z t o t

r
o t
rp p= +

−
−( )−, , ,1 1 (C-19)

where po tr , is the log of the real price of oil.

Next, we define the bilateral real exchange rate as Q
e P
Pt
t t

t

≡ * , the ratio of the two countries’ CPIs,

both expressed in the domestic currency. The terms of trade (TOT) of non-oil goods is defined as

S
P
PH t
F t

H t
,

,

,

≡ , i.e. the price of foreign goods per unit of home good. Note that an increase in SH t, is equiv-

alent to an increase in competitiveness for the domestic economy. Equation (C-6) can be rewritten as

P
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Taking logs and the first difference, we derive a relationship between the core inflation, domestic
inflation and the terms of trade as follows,

π π ωZ t H t H t H ts s, , , ,= + −( )−1 (C-21)

C-3. International risk sharing and uncovered interest parity

Under the assumption of complete international financial markets, the expected nominal return
from state contingent claims in the domestic currency must be equal to the expected domestic-
currency return from the foreign state contingent claims. A first order condition analogous to (C-9)
must also hold for the household j in the foreign economy.
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where Λt j* ( ) denotes the foreign household j’s marginal utility of consumption at date t.
Combining (C-9) and (C-22), together with the real exchange rate definition, it follows that

Λ Λt t tQ=ϑ * (C-23)

for all t and where ϑ is a constant which depends on initial conditions about relative net asset
positions.

The assumption of a complete international financial market recovers another relationship, the un-
covered interest parity (UIP) condition. If we equate the nominal returns (in terms of domestic currency)
of a state contingent security in a foreign currency e i E et t t t t t( *) ,1 1

1 1+ = ( )−
+ +Q to that of the same state
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C-4. Domestic production

C-4.1. Aggregation of domestic goods
The domestic good aggregator, Yt is the bundle of differentiated goods which is supplied to domestic
and foreign consumers. The Dixit–Stiglitz aggregator is
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where Yt(i) represents the quantity of a differentiated good i. The optimal allocation of expenditure
across differentiated goods implies a downward-sloping demand function for a good i,
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where P iH t, ( ) denotes the price of good Yt(i) and εH measures the price elasticity of demand among
differentiated goods. PH t, denote the price index of composite domestic goods given by
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C-4.2. Intermediate producers
In the domestic goods market, there is a continuum of monopolistic competitive firms producing dif-
ferentiated goods indexed by i ∈ [0, 1] with a CES production function
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where N im t, ( ) is the labor input, and O im t, ( ) is oil used in production. At is a domestic technology shock.
The level of technology is common to all firms. Parameter εm defines the elasticity of substitution between
labor and oil in production. Note that for the sake of simplicity, this elasticity is constrained to be the
same as for households.

A producer i solves its maximization problem in two stages. In the first stage, taking the price of
both inputs as given, the producer chooses the cost minimizing quantities of labor and oil to solve
the following static cost minimization problem:
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subject to (C-28). This cost minimization implies that firm i’s nominal marginal costMCt(i) is given by:
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Letting MC i MC i Pt
r

t H t( ) ≡ ( )( ), denotes firm i’s real marginal cost, we have

MC i A W P S
P

t
r

t t
r

o t
r

H t
o t
r

m m m( ) = −( ) +[ ] −− − − −
−

1 1 1
1

1
1

1
1α α γωε ε ε

ε

, ,
,

11

1
1

−
⎛
⎝⎜

⎞
⎠⎟

−
−

γ
ε (C-30)

where W
W
Pt

r t

t

≡ . Notice that the real marginal cost depends not only on the real prices of inputs but

also on the terms of trade of non-oil goods and that all these factors are common to all firms.
These domestic firms are assumed to set prices in a Calvo-staggered fashion. Analogously to the

case of households, a fraction (1 − ϕh) of firms selected randomly, set new prices optimally each period,
while the remaining fraction ϕh of firms keep their price unchanged. The CES aggregate price index
consequently evolves according to
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Since firms are not allowed to re-optimize on their prices every period, the optimal price deter-
mination becomes an inherently dynamic problem. In the second stage, the domestic good producer
i chooses its target price P iH t

T
, ( ) so as to maximize the present value of its real profits:

max ,
,

,
,E Y i

P i
P

MCt h
k t k

t
t t k

H t
T

H t k
t t k
r

k
−

+
+

+
+( ) ( ) ( ) −⎡

⎣⎢
⎤
⎦⎥

1 βφ Λ
Λ==

∞

∑⎧⎨
⎩

⎫
⎬
⎭0

(C-32)

subject to the demand function (C-26). Y it t k, + ( ) denotes the sales of good i in period t + k, if the most

recent price adjustment came into effect in period t. The term βk t k

t

Λ
Λ

+ represents the appropriate dis-

count factor for future profits between date t and t + k, and φhk stands for the probability that prices
will not be re-optimized for k period. The solution to above maximization problem is given by
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Note that if domestic good prices are flexible, i.e. if ϕh = 0, a representative firm chooses the price

for its differentiated product as a constant markup over the nominal marginal cost P P MCH t
T H

H
H t t

r
, ,=

−
ε

ε 1
.

C-5. Domestic importers

Following Monacelli (2005) we assume that endogenous deviation from purchasing power parity
(PPP) in the short term arises due to the existence of monopolistically competitive importers. Al-
though the law of one price holds at thewholesale level for the differentiated foreign goods, importers
sell these goods to domestic consumers and charge amark-up over their cost, which results in awedge
between domestic and import prices of foreign goods in the short run. We define the law of one price
gap as

Ψt
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,

* (C-34)

Combining (C-34), (C-18) and (C-20) yields the following equation linking LOP gap, the real price
of oil, the terms of trade and the real exchange rate:
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Similar to domestic producers, importers operate under Calvo-style pricing structure, with 1 − ϕf
importers setting the target prices, PF tT, optimally each period. The CES aggregate price index conse-
quently evolves according to the relation
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and retailers setting prices in period t face a demand curve
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Thus, a particular importer i maximizes the present value of its retail profits:
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subject to the demand function (C-37). The firm’s optimization problem implies the first order con-
dition:
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C-6. Oil producing firms

We now discuss the features of oil production in the model economy. Since a small oil exporting
country is a price-taker with little bargaining power in the international oil market, we assume world
oil prices are determined exogenously. In addition, we assume that the domestic economy is popu-
lated by identical local oil producers who, taking the world oil price as given, extract oil to satisfy the
domestic and foreign demand. A representative oil producer pays a fix cost to maintain its oil well
and produce oil according to the following decreasing returns to scale technology that uses labor as
input
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where No t, is the labor used in the oil sector, and X denotes the other factor input (i.e. oil well) which
is constant in the short run. Parameter αo ∈ (0, 1) is the share of labor in oil production.

Taking oil prices and wages as given, the firm chooses labor demand in order to maximize profits:
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subject to (C-40). Variable Ξt denotes the fixed cost for oil extraction. The first order condition with
respect to No t, requires equating the marginal product of labor to the real wage in terms of oil.
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Oil market clearing condition requires that

O O O Ot c t m t x t= + +, , , (C-43)

where Ox t, is the oil export to the foreign economy. Thus, the sum of the home oil production equals
the sum of home and foreign oil consumption.

C-7. Monetary policy

We assume the monetary policy follows a Taylor-type rule in the following form:
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where r, πZ, y are the steady-state values of rt, π Z t, , yt. The parameter ρr is the degree of interest rate
smoothing, which reflects the central bank’s preference for interest rate stability22; ϕ1 and ϕ2 are the
relative weights measuring central bank’s response to log-deviation of core inflation and output from
their steady-state values, respectively; and εR t, denotes an iid monetary policy shock.

C-8. The foreign economy
The foreign economy is assumed to be an oil importer whose oil demand is satisfied by the oil-
exporting economy. We assume that the foreign economy is unaffected by economic activities in the
small open economy, but influences the latter via trade (including fuel and non-fuel trade) and capital
flows in the financial market. For simplicity, behavioral similarity is assumed between domestic and
foreign household and producers. Domestic and foreign economies, however, can differ in price-
setting and monetary policy. We arrive at a similar set of optimality conditions describing the dynamic
behaviors of the foreign economy with all variables taking a superscript (⋆) and parameters properly
substituted. Note that with the domestic economy being small relative to the foreign economy, foreign
non-oil consumption approximately comprises only foreign-produced goods such that Z CF* = * and
P PZ F* *= . To capture the systematic reaction to inflationary pressures in the wake of oil price shocks,
we assume that the monetary authority in the foreign economy adjusts its nominal interest rate in
response to deviations of the foreign inflation and output gap, analogously to (C-44).

C-9. Exogenous processes

There are eight structural shock processes in the model economy, including an oil price shock, do-
mestic technology shock, domestic and foreign monetary policy shocks. We can describe the stochastic
process of these shocks with log-linearized form by the univariate representation:

22 See, for example, Clarida et al. (2001).
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C-10. Calibration

The model parameters are calibrated using the corresponding data statistics. Table C4 summa-
rizes the calibrated parameters. Parameters specific to the oil sector are set as follows. The share of
labor in the production of oil αo is assigned a value of 8% so that the labor input in the oil sector is
about 2% of the Canadian total labor force. Following Blanchard and Galí (2007), we calibrate γ* and
α* as the share of oil in U.S. consumption and the share of oil in U.S. output to 1.5% and 3%, respec-
tively. The parameter determining the share of oil in Canadian non-oil output is fixed at 5%, consistent
with the calibration in Macklem et al. (2001) who calculate the share parameters in production from
Canadian 1996 input–output tables. Assuming economic structure of Canada is similar to that of the
U.S., we calibrate the share of oil in the Canadian consumption bundle γ to 3%.

We calibrate the model so that the share of foreign goods in the Canadian consumption basket, ω
is fixed at 40% to match the average import-to-GDP ratio observed in the data, while we set the share
of foreign goods in the U.S. consumption basket ω* to ensure that the real exchange rate at steady
state is equal to unity, which implies that the law of one price holds in the long-term. We assume a
low elasticity of substitution of oil in the consumption bundles as well as in the production function.
The prior means of ε and εm are both equal to 0.18, which is in line with the estimates obtained by
Rotemberg andWoodford (1996) who used data on twenty two-digit U.S. manufacturing sectors. Kilian
(2008) also used a similar degree of substitutability between oil and other factors in production. Finally,
the discount factor β is set to 0.99, which implies an annual real interest rate of 4%.

Table C4
The calibrated parameters.

Parameters Description Values

β Discount factor 0.99
αo Share of labor in the production of oil 0.08
γ Share of oil in Canada consumption 0.03
γ* Share of oil in U.S. consumption 0.015
α Share of oil in Canada non-oil output 0.05
α* Share of oil in U.S. non-oil output 0.03
ω Share of imported goods in Canada non-oil consumption 0.40
ε Elasticity of substitution between oil and non-oil consumption 0.18
εm Elasticity of substitution between oil and labor input 0.18
h External habit formation in consumption 0.5
σL Inverse elasticity of work effort with respect to wages 1
σ L* Foreign inverse elasticity of work effort with respect to wages 1
εH Elasticity of substitution between differentiated domestic goods 8
εF Elasticity of substitution between differentiated imported goods 8
εL Elasticity of substitution between differentiated labor 8

εL* Foreign elasticity of substitution between differentiated labor 8

εF* Foreign elasticity of substitution between differentiated goods 8
ϕH Calvo-adjustment parameter for price setting in domestic goods 0.65
ϕF Calvo-adjustment parameter for price setting in imported goods 0.65
ϕW Calvo-adjustment parameter for wage setting 0.65
φH* Calvo-adjustment parameter for price setting in U.S. 0.5
φW* Calvo-adjustment parameter for wage setting in U.S. 0.5
ϕ1 Domestic monetary policy parameter associated with inflation 1.8
ϕ2 Domestic monetary policy parameter associated with output 0.65
φ1* U.S. monetary policy parameter associated with inflation 1.8
φ2* U.S. monetary policy parameter associated with output 0.65
ρA Persistence of At shock 0.9
ρO Persistence of Pot shock 0.6
ρR Persistence of Rt shock 0.6
ρA* Persistence of Rt* shock 0.6
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We set the parameters describing the domestic monetary policy rule, ϕ1 and ϕ2 to the values com-
monly associatedwith the Taylor rule. The interest rate smoothing parameter ρR is set to 0.6.We choose
identical calibration for parameters of the foreign policy rule. The value for the price and wage stick-
iness parameters are chosen based on evidence on the average frequency of price changes. For Canada,
we set 0.65 to the Calvo-adjustment parameter for price setting, which corresponds to an approxi-
mate three-quarter contract length as reported in Ambler et al. (2003). The stickiness of wages is set
at the same level. For the U.S., we use information reported by Bils and Klenow (2004)23 to set the
Calvo probability parameter φH* to 0.5. The stickiness of U.S. wages is set at the same level. The cali-
brated values for the preference parameters are chosen as follows. The habit parameter h equals 0.5,
and the inverse elasticity of labor supply σL and σ L* are both assumed to be centered at 1. We set the
elasticity of substitution between different types of labor εL and εL* to be around 8, which translates
into awagemarkup equal to 15%,which is consistentwith the findings in themicro-econometric studies
by Griffin (1996) as based on U.S. data. A number of studies for the U.S. have reported quite a large
range for the value of the elasticity of substitution between differentiated goods, εF* . The mean of εF*
is set to 8, which implies a steady state markup of price over marginal cost equal to 15%. We use iden-
tical calibration for εH and εF . The persistence parameter of the exogenous domestic supply process
ρA is assumed to be equal to 0.9, while the persistence parameters of other AR(1) processes are set to
0.6.

Appendix D. Further evidence of robustness

D-1. Impulse responses: DSGE versus VAR

To validate our sign restrictions, we compare the impulse–response functions implied by our es-
timated DSGE model with those obtained from the structural VAR in Fig. D6.24 The circled line refers
to impulse responses generated by the theoretical model, shown as percentage deviations from the
steady state; the crossed line refers to VAR-based impulse responses and the shaded area represents
the 70% error band.

We calibrate the size of oil shocks in the DSGE model to match its counterpart in the VAR model.
Overall, the estimatedmodel is successful in replicating the impulse responses obtained from the VAR,
with all variables exhibiting their expected qualitative behaviors. In particular, the estimated model
performs quite well in matching the responses of output. As Canada is a net oil exporter, positive oil
price shocks lead to an expansion of aggregate demand due to the boost in oil incomes. The model
generates a positive response of domestic output after a positive innovation in the price of oil, at ap-
proximately 0.15 percent above the steady state, as predicted by the VAR.With oil price changes being
passed through to its oil component, the CPI inflation rises on impact, which exerts an upward pres-
sure on the policy rate. Thus, CPI inflation and interest rates rise after an oil shock. In both cases, the
model-based responses are qualitatively similar to their VAR-based counterpart in terms of the sign
of the responses and dynamic persistence. However, the model underpredicts the magnitude of the
response of inflation.

The real wage rate falls in response to the oil price shock. The model predicts that the negative
response of the wage rate to an oil price shock is 0.2 percent, which fits the empirical impulse re-
sponses quite well. Intuitively, this occurs as a result of the sluggish adjustment of nominal wage and
the boosted price level owing to oil price shocks. Although in the medium term the difference becomes
more substantial, the response of the real wage in the theoretical model is still within the 70% error
band of the empirical impulse response. The model generates a negative and persistent response of
the real exchange rate to an increase in oil prices, which implies that increases in oil prices appreci-

23 Bils and Klenow (2004) document that an average of 26% of U.S. sectoral prices change every 3.3 months which implies a
Calvo probability parameter of φH* .= 0 5 .
24 To enable a comparison between the DSGE model and the structural VAR, we employ the sign identification strategy to

jointly identify the structural shocks in oil prices, domestic supply, and U.S. and Canadian interest rates in our VAR system.
This identification strategy uses theoretically coherent information to select impulse response functions from the complete
set of orthogonal alternatives obtained from rotations of the contemporaneous impact matrices.

45K. Hou et al. / Journal of International Money and Finance 68 (2016) 21–49



ate Canadian dollars. The response predicted by the model, however, is smaller in magnitude than
its VAR-based counterpart.

D-2. Comparison between realized shocks

In Fig. D7 we plot the realizations of the oil shocks for both the VAR with sign restrictions and the
standard VAR. Apparently, the realized oil shocks are different over the sample. We find the shocks
obtained from the sign restrictions VAR are consistent with the data. For example, during 2005–
2010, the world oil prices underwent the significant run-up, precipitous fall and then a quick rebound.
The shocks from the sign restrictions VAR can largely capture this dynamic behavior of the world oil
prices during this turmoil period. In contrast, the realized shocks in the standard VAR behave like an
i.i.d. shock during the same period of the time. This is because the shocks identified with the stan-
dard approach mix the oil shocks with other information that the model assumes away. The standard
recursive identification approach identifies oil price shocks by imposing strict exogeneity of oil prices
and does not allow contemporaneous impacts on the prices oil prices. These identification assump-
tions will clearly be incorrect if economic developments in the country of consideration affect the world
oil price contemporaneously. Therefore, our non-recursive identification structures equipped with a
set of theoretically coherent information outperform the Cholesky approach in this regard.

D-3. Impulse responses to oil price and monetary shocks using linearly detrended data

We also estimated the VAR model with linearly detrended data. The estimation results are largely
in line with our previous results and these results (as shown in Fig. D8, D9 and D10) are provided as
further robustness evidence.

Fig. D6. Impulse response to an oil price shock: VAR vs. model.
Note: Dynamic responses to a positive oil price shock. The shaded area represents the 70% error band. The solid line refers to
the responses from the DSGE model. The line with crossed markers represents the responses from the VAR model.

46 K. Hou et al. / Journal of International Money and Finance 68 (2016) 21–49



Fig. D7. Realized oil price shocks (1983–2011).
Note: The realized oil price shocks (1983–2011). The dashed line refers to the realized oil shocks obtained from the model with
sign restrictions. The line with “o” markers represents the shocks from the model with a traditional identification strategy.

Fig. D8. Impulse responses to an oil price shock.
Note: Dynamic responses to a positive oil price shock. The shaded area represents the 70% error band.
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Fig. D9. Impulse responses to a domestic monetary policy shock.
Note: Dynamic responses to a positive domestic monetary policy shock. The shaded area represents the 70% error band.

Fig. D10. Impulse responses to a U.S. monetary policy shock.
Note: Dynamic responses to a positive U.S. monetary policy shock. The shaded area represents the 70% error band.
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